Operational and Practical Pointers from COMET Modules

General thoughts

· Use tendencies rather than absolute values.

· Be very careful in the PBL. 

· Generally trust the synoptic/global scale systems. 

· Models: The further out they are (7 days) the ‘further out’ they are (by 15 degrees).

· If you have the time, compare the model analysis/initialization to a subjective analysis and actual observations, tephis and satellite images to detect where and how the model may be off. 

· If the model missed a ‘small scale’ feature, the larger scale forecast may still be applicable for a number of hours. 

· PCPN field is the field with the biggest problems (most difficult to forecast). 

How Mesoscale Models Work

· DO NOT ANSWER THE QUIZ OF THIS MODULE - IT IS OUTDATED! 

· Ignore Page number 3 of section “Hydrostatic vs Non-Hydrostatic”.  The information in this section has been superseded and is not valid anymore! 

· Also: The spinup problem in the section “Boundary Conditions” is drastically reduced in current mesoscale models and there are no cold-start operational models anymore. 

· In this module it is NOT important to know which model has which features.  Understanding the features themselves is the important part.  Most models shown in this module have changed by now anyway. 
· You need at least 3 grid points to see a wave (almost every atmospheric phenomenon can be interpreted as a ‘wave’ of temperature, wind, pressure etc. that moves through the atmosphere) and at least 5 points to identify it as a ‘wave’.  As a result a 10km grid point model cannot properly identify any feature that is less than 50km long/wide (not mentioned in the module: for proper forecasting, not just detecting, the feature has to even span 8 or more grid points). 

· Mesoscale models still miss lots of small scale features especially over mountainous terrain. 

· Any NWP model needs to match the horizontal and vertical resolutions to the ‘tilt’ of the features to be forecast.  As a result you have to increase both resolutions at the same time, when you change a model’s resolution. 

· A hydrostatic equilibrium assumes that the vertical pressure change is 100% caused/countered by gravity.  This assumption (while not very realistic) holds true if the model only deals with motions that are much wider than they are higher (since then the vertical motions are slow and gradual and follow the hydrostatic equation. This holds for most synoptic systems, with the exception of individual cold front convection cells).  Since the troposphere is around 10km high, this assumption becomes questionable when the model can include/resolve features that have horizontal/vertical motions of 10km or less, like convective complexes, topographically forced small scale motion, sea breezes etc. In such cases it makes more sense to NOT assume the hydrostatic equilibrium anymore.  Dropping the hydrostatic assumption complicates the prognostic equations of a model and creates a higher demand on the computing resources. 

· Processes that cannot be resolved by the model because they are so small that the they happen on ‘sub grid scales’ have to be accounted for by other implicit calculations.  This process is called Parameterization.  The researchers coming up with those calculations traditionally call the parameterization schemes accordingly (e.g. Kain-Fritsch convective parameterization)
· Convection Parameterization schemes are not really ‘modeling convection’ but rather aim at reducing physically impossible instability between vertical layers.  They redistribute the energy over the vertical column to put the atmosphere back to a more stable state and have to therefore reduce its water content as a by-product.  This “water-content-reduction” is seen as ‘convective precipitation’ and has to be enjoyed with great care with respect to exact timing and location. 

· When NWP people talk about something being ‘expensive’, they mean that it takes a lot of computing time and power (this translates very easily into actual dollars since the supercomputers are a little bit like big airplanes, where every minute on the ground is a minute without revenue.  To get the most bang for the buck out of the incredibly expensive supercomputers, most centers try to optimize their computing time and use their power optimally every minute of the day).  

· Some issues of mesoscale models: 

· Convective schemes produce precipitation that is questionable with respect to exact location/timing (but is nonetheless a good indicator of ‘something happening’).  

· Orographically forced small scale phenomena/convection are much more trustworthy, when the cause (the terrain) is well resolved.  
· Mesoscale models still have to parameterize most PBL phenomena. 

Impact of Model Structure and Dynamics

· For long term forecasts, you need to look far upstream (i.e. the system that will be in Alberta in 10 days is currently just a tiny convection cumulus over western Russia) and thus need a global model (often a spectral model).  Since this covers a huge area, you have to simplify the model to not overwhelm the computer; as a result one has to lower the resolution and use the spectral approach (The global GEM is an exception – it is still a grid point model)=> Global models are for the long term, have coarse resolution, poor PBL resolution and have to parameterize majorly! 

· For medium range forecasts (3,4 days), one has to look “only” across the pacific, thus a smaller LIMITED domain can be used, thus a grid model with higher horizontal/vertical resolution can be used that more adequately resolves smaller (meso) scale waves, but still not the very very small ones (like convection, that’s why they are still hydrostatic).  These models still use lots of parameterizations, but already less than the global models. 
· Models resolving very small scale processes (ie see breeze, valley channelling etc.) need very high horizontal and vertical resolution, are likely non-hydrostatic (to explicitly calculate convection etc.) and grid models and thus take up HUGE computing power.  As such the model grid cannot extend too far upstream and thus it can only be used for short term forecasts (e.g. RUC).  Parameterizations are very little in these models compared to the others since lots of phenomena are explicitly resolved by the high resolution. 
· Spectral models also use grid point calculation in its parameterizations. 

· To calculate the size of smallest wave that is perfectly resolved by a spectral model divide 360 degrees by the wave number of the model. To vaguely compare it to a grid point model divide this number again by 3 (remember that 1 degree corresponds to about 111km). 

· Truncation errors are the errors that result from transferring the primitive equations onto the model grid/spectrum and thus propagate through the forecasting process.  The biggest source of truncation errors is the calculation of the pressure gradient force.  If the horizontal model grid followed pressure coordinates perfectly, PGF calculations would vanish and with it the associated errors.  As a result: The greater the angle between the vertical model coordinates and pressure surfaces, the greater the PGF truncation errors. 
· Most models are still hydrostatic at this point, but the high resolution meso-scale models (RUC, WRF-NAM) are  becoming non-hydrostatic operationally. 

· The main purpose of non-hydrostatic models is to try to resolve convection without parameterization.  As such they need to be very high resolution and solve the vertical acceleration terms explicitly (larger equations, need more computing power).  

· Eta Coordinates are not operational anymore in North America. 

· Generic Sigma coordinates (GEM regional/global) follow the model terrain at the bottom and convert gradually to a pressure coordinate at the top end.  
· There are also sigma pressure hybrid coordinates (GEM-LAM, WFR NAM, GFS) that are similar to the generic ones except that they gradually convert to pressure coordinates at a level lower than the top level.  (i.e. a a typical hybrid pressure coordinate follows the terrain at the lowest level, gradually converts to a pressure coordinate at 400hPa (or similar) and then continues as a pressure coordinate to the top of the model domain. 

· Isentropic-Sigma-Hybrids are the king of the vertical coordinates (RUC) but take a whole lot of computing power and retain the typical sigma problems in steep terrain within the PBL. 
· Horizontal Terrain averaging (due to the model resolution) results in: 

· Reduced mountain top heights and effects associated with high mountain peaks (upslope precip, lee side subsidence, lee side convergence, lee cyclongenesis)

· Elevated Valleys (which is apparent in ALL tephigrams that display direct model output) and associated effects: Reduced arctic air within valleys, reduced/no channelling, reduced lee mountain subsidence. 

· “Smearing” of mountains over a larger horizontal plain than reality, resulting in precip envelopes pushed too far upstream. 

· Reduced mountaintops and associated reduced lee subsidence causes the precip envelope to be smeared too far downstream.  
· High valleys cause temperatures to be too low (in direct model output) over most valley locations. 

· GFS often over-predicts convective precip since convective instability over a small area affects a large grid.  

· Grid models need a wave to span at least 3 grid points to be able to just “see” it, 5 grid points to “resolve” it as a wave and at least 8 grid points to resolve it well enough to forecast it properly for more than 24 hours. 

· In Limited area models: 

· Stay away from the boundaries (especially where the flow enters the domain), the model performs best just slightly east of the center. 
· The large features in a LAM are only as good as the ‘driving model’ is.  (If the driving model is off, the  LAM will be off, too). 
