Operational and Practical Pointers and Summaries from COMET Modules

General Practical Pointers

· Rely more on tendencies than absolute values.

· Be very careful in the PBL. Things are highly parameterized and most things that go wrong start here. 

· Generally trust the synoptic/global scale systems more than the mesoscale features. 

· Models: The further out they are (7 days) the ‘further out’ they are (by 15 degrees).

· If you have the time, compare the model analysis/initialization to a subjective analysis and actual observations, tephis and satellite images to detect where and how the model may be off.  If not, read at least the US/CDN model discussions, they are a great tool to learn and get familiar with models and the day’s run. 

· If the model missed a ‘small scale’ feature, the larger scale forecast may still be applicable for a number of hours.  Chances are the error will find its way into the larger scale features with time, though. 

· PCPN field is the field with the biggest problems (most difficult to forecast) and the one to be most sceptical about. 

· Once a model has gone bad on the synoptic scale, give it a few run cycles to get back to ‘normal’ (rely on other models for a couple of days). 
· Be careful in extreme weather scenarios: Models are rarely good at forecasting extremes and like to stick with ‘middle of the road’ solutions.  (High Amplitude patterns, extreme temperatures, rainfall amounts etc.)

· Most models want to ‘move’ things through the model.  As such they usually are too quick with a breakdown of a blocking pattern (Omega or Rex Block).  When a blocking pattern has developed beware of the 3 day and onwards forecasts – chances are the pattern will persist longer than the model indicates. 

· Watch low level convergence (all scales, but especially smaller ones) of mass/moisture.  Convective schemes may not be triggered only because of a tiny bit of moisture missing (but forecasters have better knowledge of low level wet tongues, small lakes etc.). 

· Too much moisture in a model profile (compare prog/obs-tephis) will cause the convective schemes to create too much low level cooling and a forecast the the onset of precip too late. 
· Convective schemes produce precipitation that is questionable with respect to exact location/timing (but is nonetheless a good indicator of ‘something happening’).  

· Orographically forced small scale phenomena/convection are much more trustworthy, since the cause (the terrain) is well resolved.  
· Mesoscale models still have to parameterize most PBL phenomena. 

· CP schemes are mostly redistributing heat from lower to the mid/upper levels: Where the schemes are most active, the most temperature redistribution has taken place. 


· These features give models frequent headaches: 

· Rapidly developing features

· Small features in fast flow (note: these features always have strong local gradients)

· Strong gradients and curvatures. 

· Isolated data input from a data-sparse area

· Explosive developments (bombs)

· Intense convection (or other smaller scale phenomena) during the analysis time

· Abnormal scenarios like a very high amplitude/intensity troughs/ridges or very fast features/flows. 

These problems traditionally result in the model being too slow in a feature’s development, too slow in its speed and too benign with its intensity (pressure, precip, cold core, what have you...).  

· The smaller the feature the more difficult it becomes for the model to properly analyse it and ingest it into its own data.  Be careful/doubtful with small (with respect to the resolution of the model) features (wether you see them in the model or in observations/sat) especially in medium to long term forecasts.  (Discount spurious features)

Impact of Model Structure and Dynamics

· For long term forecasts, you need to look far upstream (i.e. the system that will be in Alberta in 10 days is currently just a tiny convection cumulus over western Russia) and thus need a global model (often a spectral model).  Since this covers a huge area, you have to simplify the model to not overwhelm the computer; as a result one has to lower the resolution and use the spectral approach (The global GEM is an exception – it is still a grid point model)=> Global models are for the long term, have coarse resolution, poor PBL resolution and have to parameterize majorly! 

· For medium range forecasts (3,4 days), one has to look “only” across the pacific, thus a smaller LIMITED domain can be used, thus a grid model with higher horizontal/vertical resolution can be used that more adequately resolves smaller (meso) scale waves, but still not the very very small ones (like convection, that’s why they are still hydrostatic).  These models still use lots of parameterizations, but already less than the global models. 

· Models resolving very small scale processes (ie see breeze, valley channelling etc.) need very high horizontal and vertical resolution, are likely non-hydrostatic (to explicitly calculate convection etc.) and grid models and thus take up HUGE computing power.  As such the model grid cannot extend too far upstream and thus it can only be used for short term forecasts (e.g. RUC).  Parameterizations are very little in these models compared to the others since lots of phenomena are explicitly resolved by the high resolution. 

· Spectral models also use grid point calculation in its parameterizations. 

· To calculate the size of smallest wave that is perfectly resolved by a spectral model divide 360 degrees by the wave number of the model. To vaguely compare it to a grid point model divide this number again by 3 (remember that 1 degree corresponds to about 111km). 

· Truncation errors are the errors that result from transferring the primitive equations onto the model grid/spectrum and thus propagate through the forecasting process.  The biggest source of truncation errors is the calculation of the pressure gradient force.  If the horizontal model grid followed pressure coordinates perfectly, PGF calculations would vanish and with it the associated errors.  As a result: The greater the angle between the vertical model coordinates and pressure surfaces, the greater the PGF truncation errors. 
· Most models are still hydrostatic at this point, but the high resolution meso-scale models (RUC, WRF-NAM) are  becoming non-hydrostatic operationally. 

· The main purpose of non-hydrostatic models is to try to resolve convection without parameterization.  As such they need to be very high resolution and solve the vertical acceleration terms explicitly (larger equations, need more computing power).  

· Eta Coordinates are not operational anymore in North America. 

· Generic Sigma coordinates (GEM regional/global) follow the model terrain at the bottom and convert gradually to a pressure coordinate at the top end.  

· There are also sigma pressure hybrid coordinates (GEM-LAM, WFR NAM, GFS) that are similar to the generic ones except that they gradually convert to pressure coordinates at a level lower than the top level.  (i.e. a a typical hybrid pressure coordinate follows the terrain at the lowest level, gradually converts to a pressure coordinate at 400hPa (or similar) and then continues as a pressure coordinate to the top of the model domain. 

· Isentropic-Sigma-Hybrids are the king of the vertical coordinates (RUC) but take a whole lot of computing power and retain the typical sigma problems in steep terrain within the PBL. 

· Horizontal Terrain averaging (due to the model resolution) results in: 

· Reduced mountain top heights and effects associated with high mountain peaks (upslope precip, lee side subsidence, lee side convergence, lee cyclongenesis)

· Elevated Valleys (which is apparent in ALL tephigrams that display direct model output) and associated effects: Reduced arctic air within valleys, reduced/no channelling, reduced lee mountain subsidence. 

· “Smearing” of mountains over a larger horizontal plain than reality, resulting in precip envelopes pushed too far upstream. 

· Reduced mountaintops and associated reduced lee subsidence causes the precip envelope to be smeared too far downstream.  

· High valleys cause temperatures to be too low (in direct model output) over most valley locations. 

· GFS often over-predicts convective precip since convective instability over a small area affects a large grid.  

· Grid models need a wave to span at least 3 grid points to be able to just “see” it, 5 grid points to “resolve” it as a wave and at least 8 grid points to resolve it well enough to forecast it properly for more than 24 hours. 

· In Limited area models: 

· Stay away from the boundaries (especially where the flow enters the domain), the model performs best just slightly east of the center. 

· The large features in a LAM are only as good as the ‘driving model’ is.  (If the driving model is off, the  LAM will be off, too). 
Understanding Data Assimilation

· Data Assimilation is by far the greatest user of computing power and time for any model forecast. 

· The quality of Data Assimilation is directly linked to the accuracy/quality of the model run.  An error in the DA is likely to have a larger influence on the forecast than any other problem the model may have (formulae assumptions, low resolution etc.). 

· The first guess field is not adjusted to fit the ‘allowed’ observations perfectly, but, depending on other influences (surrounding observations, dynamic and physical stability of the model etc.), the first guess will be changed to fit the observation better.  
· Once a model had gone bad, give it a few runs to get back to ‘normal’: Data Assimilation is based on the assumption that the previous short term forecast (3 or 6 hours) can be assumed to be a good first approximation of ALL parameters for the next model initialization.  Actual observations are only used to CORRECT this first guess.  The negative impact of this is that once a model is creating poor forecasts, its own data assimilation will also be ‘screwed’ until several data assimilation cycles will have ‘flushed out’ this error. 

· Be careful in extreme weather scenarios: Models are rarely good at forecasting extremes and like to stick with ‘middle of the road’ solutions (this is because almost all assumptions underlying data assimilation and forecasting processes are geared towards the most common or ‘normal’ behaviour of errors, weather systems etc.).  As a result, generally, in extreme weather scenarios (e.g. unseasonal weather, rapid changes etc.) cause the short term ‘initial guess’ to be poor causing a poor model initialization/assimilation (negative feedback loop).  

· A model analysis must fit the model first (for it to be dynamically stable and physically sound) and reality second: A subjective analysis will often be different from an objective one. 

· For most models an “update cycle” is running in the “behind the scenes” continuously creating short term forecasts that are used as a ‘first guess field’ to assimilate as much data as possible (observations taken at all different times) into an analysis.  Only at certain intervals (or times) is this analysis used to actually run the full model (for the GEMreg it is at 12Z and 00Z).  

· When the models show a poor analysis or have a ‘bad period’ it is almost impossible to adjust the model operationally (at the forecast desk) to come up with a ‘adjusted’ forecast, the implications of errors and poor analysis are too complex (if they weren’t, then we did not need models in the first place).  So, when a model goes bad shift your attention towards other, better performing models as well as actual observations.  

· The smaller the feature the more difficult it becomes for the model to properly analyse it and ingest it into its own data.  Be careful/doubtful with small (with respect to the resolution of the model) features (wether you see them in the model or in observations/sat) especially in medium to long term forecasts.  (Discount spurious features)

· Very small (in relation to the resolution of the model) features that you can see in reality (observations like satellites) are likely not in the model and small features that you do see in the model are likely not well handled.

· These features give models frequent headaches: 

· Rapidly developing features

· Small features in fast flow (note: these features always have strong local gradients)

· Strong gradients and curvatures. 

· Isolated data input from a data-sparse area

· Explosive developments (bombs)

· Intense convection (or other smaller scale phenomena) during the analysis time

· Abnormal scenarios like a very high amplitude/intensity troughs/ridges or very fast features/flows. 

These problems traditionally result in the model being too slow in a feature’s development, too slow in its speed and too benign with its intensity (pressure, precip, cold core, what have you...).  

· Surface Observations especially over mountainous terrain are most likely to be ‘neglected’ in the analysis as they are often un-representative for the model resolution or are nowhere near the actual model surface elevation. 

