Operational and Practical Pointers and Summaries from COMET Modules

General Practical Pointers
· Rely more on tendencies than absolute values.

· Be very careful in the PBL. Things are highly parameterized and most things that go wrong start here. 
· Generally trust the synoptic/global scale systems more than the mesoscale features. 

· Models: The further out they are (7 days) the ‘further out’ they are (by 15 degrees).

· If you have the time, compare the model analysis/initialization to a subjective analysis and actual observations, tephis and satellite images to detect where and how the model may be off.  If not, read at least the US/CDN model discussions, they are a great tool to learn and get familiar with models and the day’s run. 
· If the model missed a ‘small scale’ feature, the larger scale forecast may still be applicable for a number of hours.  Chances are the error will find its way into the larger scale features with time, though. 
· PCPN field is the field with the biggest problems (most difficult to forecast) and the one to be most sceptical about. 

· Once a model has gone bad on the synoptic scale, give it a few run cycles to get back to ‘normal’ (rely on other models for a couple of days). 
· Be careful in extreme weather scenarios: Models are rarely good at forecasting extremes and like to stick with ‘middle of the road’ solutions.  (High Amplitude patterns, extreme temperatures, rainfall amounts etc.)
· Most models want to ‘move’ things through the model.  As such they usually are too quick with a breakdown of a blocking pattern (Omega or Rex Block).  When a blocking pattern has developed beware of the 3 day and onwards forecasts – chances are the pattern will persist longer than the model indicates. 

· Watch low level convergence (all scales, but especially smaller ones) of mass/moisture.  Convective schemes may not be triggered only because of a tiny bit of moisture missing (but forecasters have better knowledge of low level wet tongues, small lakes etc.). 

· Too much moisture in a model profile (compare prog/obs-tephis) will cause the convective schemes to create too much low level cooling and a forecast the the onset of precip too late. 
· Convective schemes produce precipitation that is questionable with respect to exact location/timing (but is nonetheless a good indicator of ‘something happening’).  

· Orographically forced small scale phenomena/convection are much more trustworthy, since the cause (the terrain) is well resolved.  
· Mesoscale models still have to parameterize most PBL phenomena. 

· CP schemes are mostly redistributing heat from lower to the mid/upper levels: Where the schemes are most active, the most temperature redistribution has taken place. 

· These features give models frequent headaches: 

· Rapidly developing features

· Small features in fast flow (note: these features always have strong local gradients)

· Strong gradients and curvatures. 

· Isolated data input from a data-sparse area

· Explosive developments (bombs)

· Intense convection (or other smaller scale phenomena) during the analysis time

· Abnormal scenarios like a very high amplitude/intensity troughs/ridges or very fast features/flows. 

These problems traditionally result in the model being too slow in a feature’s development, too slow in its speed and too benign with its intensity (pressure, precip, cold core, what have you...).  

· The smaller the feature the more difficult it becomes for the model to properly analyse it and ingest it into its own data.  Be careful/doubtful with small (with respect to the resolution of the model) features (wether you see them in the model or in observations/sat) especially in medium to long term forecasts.  (Discount spurious features)

Model Specific Characteristics

NAM WRF

· The NAM WRF develops a dry bias as the forecast progresses influencing pcpn and dew points. 

· Diurnal max winds within the PBL are too slow. esp. over terrain. 

· Deepens troughs/cut off lows excessively! This behaviour is similar to the GFS (averaging between the two does not help – if you suspect this error use GEM to compare). 

· ALL NCEP (including the NAM WRF) models have problems with the Arctic PBL be watchful during Arctic outbreaks and compare to other models. 

GFS

· Deepens troughs/cut off lows excessively! This behaviour is similar to the NAM (averaging between the two does not help – if you suspect this error use GEM to compare). 

· GFS often over-predicts convective precip since convective instability over a small area affects a large grid.  (AS convective scheme makes only small changes to the profile). 

· Convective scheme (AS) under-forecasts elevated convection. 

GEM Regional

· In Cold lows with SC/ST cloud present: Occasionally Gem displays local explicit (grid point resolution) precip maxima that are unrealistic (from an overzealous explicit convective scheme). 

· Places Rocky Mtn Lee Troughs slightly too far north and slightly too deep. 

· Over-forecasts areal coverage of lake streamers coming from the Great Lakes.  Otherwise these are well forecast (timing, amounts). 

· Moisture fields from the DA are often incoherent with the convective parameterization: different trigger thresholds are used for the convective parameterization schemes in the first 6 hours: This results in overdone spurious convective precipitation (on grid points) in the first 6 hours. 

· It has a slight (1-3 degrees) cold bias at the surface in the winter, especially over the west (BC, YT, AB).  

· Mountain Valleys in clear nights have a cold bias in minimum overnight temperatures (several degrees). 

· Frequent over-forecasting (factor of 2) of upslope precipitation (BC Coast, Torngat Mtns., small escarpments as in southern Nfld.  

· Handles severe convection very well

· Spurious convective fields from KF scheme are realistic albeit not very accurate with location/timing. 

Links

· General BC Weather Links: http://www.mountainweatherservices.com/links/index.html 

· Abbreviations/Dictionary: http://www.theweatherprediction.com/jargon/ 

· FXCN01 Canadian Discussion: http://weather.noaa.gov/pub/data/raw/fx/fxcn01.cwao..txt 
· FXUS10 American Discussion: http://forecast.weather.gov/product.php?site=BGM&issuedby=HMD&product=PMD&format=ci&version=5&glossary=0 
· Operational/Current model biases/verification http://www.hpc.ncep.noaa.gov/mdlbias/index.html 

· Convective Indices (bottom of NWP page)

· CMC Summer Severe Weather Package: http://www.weatheroffice.gc.ca/model_forecast/severe_weather_e.html 

· NCEP model discussion forums: http://www.meted.ucar.edu/metedbb/forums/list.page (info: http://www.meted.ucar.edu/nwp/newsgroups/index.htm )

· Operational Model features: http://www.meted.ucar.edu/nwp/pcu2/index.htm 

· Convective Parameters: http://www.theweatherprediction.com/thermo/parameters/ 

Common Terms and Abbreviations

GEM

Global Environmental Multiscale Model – the standard Canadian grid point model running in global and regional configuration at CMC in Montreal
NAM

North American Mesoscale Model – the grid point model configuration of the WRF environment used as the operational model in the US (the US counterpart to the Canadian GEM-regional)
GFS

Global Forecast System – the spectral global model run at NCEP in the US (the US counterpart of the GEM-global)
WRF
Weather Research and Forecasting Model – A flexible model framework that can be adjusted in resolution, grid, physics etc. to fit special applications.  One of those applications is the NAM model that is used as THE operational model in the US. 

Grid Point Model
A model in which the prognostic field variables are represented on points of a grid, representing a finite cubic area.  

Spectral Model

A model in which the prognostic field variables are represented as sums of a finite set of spectral modes rather than at gridpoints. The spectral modes may be Fourier modes in the one-dimensional case or double Fourier modes or spherical harmonics in the two-dimensional case. The advantage of a spectral model is that horizontal derivatives can be calculated exactly for the spectral modes represented in the model and thus the model error is confined only to the unrepresented higher spectral modes beyond the model's spectral truncation. 

Parameterization
The representation, in a dynamic model, of physical effects in terms of admittedly oversimplified parameters, rather than realistically requiring such effects to be consequences of the dynamics of the system.

Convective 

Adjustment or

Parameterization
A method of representing unresolved convection in atmospheric models by imposing large-scale vertical profiles when convection occurs. As originally developed, convective adjustment was applied when modeled lapse rates became adiabatically unstable. New temperatures were calculated for unstable layers by conserving static energy and imposing an adiabatic lapse rate. If, in addition, humidities exceeded saturation, they were adjusted to saturation, with excess water removed as precipitation. A related adjustment, (stable saturated adjustment), for stable layers with water vapor exceeding saturation, returned them to saturation, also conserving energy. More recently, convective adjustments have been developed that adjust to empirically based lapse rates, rather than adiabatic lapse rates, while still maintaining energy conservation. Convective adjustment is generally applied to temperature and humidity but, in principle, can also be applied to other fields affected by convection. 
Explicit
Usually used in context of ‘explicit scheme’ or ‘explicit calculation’ means that the scheme/calculation takes place by the model equations itself on the (larger) grid scales (no parameterization involved). 

Implicit
Usually used in context of ‘Implicit scheme’ or ‘implicit calculation’ means that the scheme/calculation takes place by parameterization scheme on a sub-grid level (smaller scales).  

Initialization

Any method that modifies observed atmospheric initial conditions so that high- frequency oscillations are removed from a subsequent forecast with an NWP model.

Data Assimilation
The combining of diverse data, possibly sampled at different times and intervals and different locations, into a unified and consistent description of a physical system, such as the state of the atmosphere.

Post Processing

A generic term for any alteration of direct model output data for any means.  This includes creating simple 4 panel plots as well as statistical methods like MOS and Perfect Prog. 
MOS


Model Output Statistics

UMOS


Updatable Model Output Statistics

PP – PerfectProg
 A method or technique of developing objective forecasting aids. Suitable statistical relationships are found between a predictand and one or more observed variables that can be forecast by one or more numerical (dynamic) prediction models. The relationships can be determined by linear or nonlinear regression, multiple discriminant analysis, or other statistical methods. In practice, the relationships are applied to the appropriate output of numerical prediction model(s) to yield forecasts of the predictand. In essence, the output of the model(s) is considered perfect, hence the name. The difference between model output statistics (MOS) and perfect prognostic is that in MOS the predictand is related to the actual model output, while in perfect prog, the predictand is related to observations or representations of them at (nearly) concurrent times. 
How Mesoscale Models Work

· DO NOT ANSWER THE QUIZ OF THIS MODULE - IT IS OUTDATED! 

· Ignore Page number 3 of section “Hydrostatic vs Non-Hydrostatic”.  The information in this section has been superseded and is not valid anymore! 

· Also: The spinup problem in the section “Boundary Conditions” is drastically reduced in current mesoscale models and there are no cold-start operational models anymore. 

· In this module it is NOT important to know which model has which features.  Understanding the features themselves is the important part.  Most models shown in this module have changed by now anyway. 
· You need at least 3 grid points to see a wave (almost every atmospheric phenomenon can be interpreted as a ‘wave’ of temperature, wind, pressure etc. that moves through the atmosphere) and at least 5 points to identify it as a ‘wave’.  As a result a 10km grid point model cannot properly identify any feature that is less than 50km long/wide (not mentioned in the module: for proper forecasting, not just detecting, the feature has to even span 8 or more grid points). 

· Mesoscale models still miss lots of small scale features especially over mountainous terrain. 

· Any NWP model needs to match the horizontal and vertical resolutions to the ‘tilt’ of the features to be forecast, as a result you have to increase both resolutions at the same time, when you change a model’s resolution. 

· A hydrostatic equilibrium assumes that the vertical pressure change is 100% caused/countered by gravity.  This assumption (while not very realistic) holds true if the model only deals with motions that are much wider than they are higher (since then the vertical motions are slow and gradual and follow the hydrostatic equation. This holds for most synoptic systems, with the exception of individual cold front convection cells).  Since the troposphere is around 10km high, this assumption becomes questionable when the model can include/resolve features that have horizontal/vertical motions of 10km or less, like convective complexes, topographically forced small scale motion, sea breezes etc. In such cases it makes more sense to NOT assume the hydrostatic equilibrium anymore.  Dropping the hydrostatic assumption complicates the prognostic equations of a model and creates a higher demand on the computing resources. 

· Processes that cannot be resolved by the model because they are so small that the they happen on ‘sub grid scales’ have to be accounted for by other implicit calculations.  This process is called Parameterization.  The researchers coming up with those calculations traditionally call the parameterization schemes accordingly (e.g. Kain-Fritsch convective parameterization)
· Convection Parameterization schemes are not really ‘modeling convection’ but rather aim at reducing physically impossible instability between vertical layers.  They redistribute the energy over the vertical column to put the atmosphere back to a more stable state and have to therefore reduce its water content as a by-product.  This “water-content-reduction” is seen as ‘convective precipitation’ and has to be enjoyed with great care with respect to exact timing and location. 

· When NWP people talk about something being ‘expensive’, they mean that it takes a lot of computing time and power (this translates very easily into actual dollars since the supercomputers are a little bit like big airplanes, where every minute on the ground is a minute without revenue.  To get the most bang for the buck out of the incredibly expensive supercomputers, most centers try to optimize their computing time and use their power optimally every minute of the day).  

· Some issues of mesoscale models: 

· Convective schemes produce precipitation that is questionable with respect to exact location/timing (but is nonetheless a good indicator of ‘something happening’).  

· Orographically forced small scale phenomena/convection are much more trustworthy, when the cause (the terrain) is well resolved.  
· Mesoscale models still have to parameterize most PBL phenomena. 

Impact of Model Structure and Dynamics

· For long term forecasts, you need to look far upstream (i.e. the system that will be in Alberta in 10 days is currently just a tiny convection cumulus over western Russia) and thus need a global model (often a spectral model).  Since this covers a huge area, you have to simplify the model to not overwhelm the computer; as a result one has to lower the resolution and use the spectral approach (The global GEM is an exception – it is still a grid point model)=> Global models are for the long term, have coarse resolution, poor PBL resolution and have to parameterize majorly! 

· For medium range forecasts (3,4 days), one has to look “only” across the pacific, thus a smaller LIMITED domain can be used, thus a grid model with higher horizontal/vertical resolution can be used that more adequately resolves smaller (meso) scale waves, but still not the very very small ones (like convection, that’s why they are still hydrostatic).  These models still use lots of parameterizations, but already less than the global models. 
· Models resolving very small scale processes (ie see breeze, valley channelling etc.) need very high horizontal and vertical resolution, are likely non-hydrostatic (to explicitly calculate convection etc.) and grid models and thus take up HUGE computing power.  As such the model grid cannot extend too far upstream and thus it can only be used for short term forecasts (e.g. RUC).  Parameterizations are very little in these models compared to the others since lots of phenomena are explicitly resolved by the high resolution. 
· Spectral models also use grid point calculation in its parameterizations. 

· To calculate the size of smallest wave that is perfectly resolved by a spectral model divide 360 degrees by the wave number of the model. To vaguely compare it to a grid point model divide this number again by 3 (remember that 1 degree corresponds to about 111km). 

· Truncation errors are the errors that result from transferring the primitive equations onto the model grid/spectrum and thus propagate through the forecasting process.  The biggest source of truncation errors is the calculation of the pressure gradient force.  If the horizontal model grid followed pressure coordinates perfectly, PGF calculations would vanish and with it the associated errors.  As a result: The greater the angle between the vertical model coordinates and pressure surfaces, the greater the PGF truncation errors. 
· Most models are still hydrostatic at this point, but the high resolution meso-scale models (RUC, WRF-NAM) are  becoming non-hydrostatic operationally. 

· The main purpose of non-hydrostatic models is to try to resolve convection without parameterization.  As such they need to be very high resolution and solve the vertical acceleration terms explicitly (larger equations, need more computing power).  

· Eta Coordinates are not operational anymore in North America. 

· Generic Sigma coordinates (GEM regional/global) follow the model terrain at the bottom and convert gradually to a pressure coordinate at the top end.  
· There are also sigma pressure hybrid coordinates (GEM-LAM, WFR NAM, GFS) that are similar to the generic ones except that they gradually convert to pressure coordinates at a level lower than the top level.  (i.e. a a typical hybrid pressure coordinate follows the terrain at the lowest level, gradually converts to a pressure coordinate at 400hPa (or similar) and then continues as a pressure coordinate to the top of the model domain. 

· Isentropic-Sigma-Hybrids are the king of the vertical coordinates (RUC) but take a whole lot of computing power and retain the typical sigma problems in steep terrain within the PBL. 
· Horizontal Terrain averaging (due to the model resolution) results in: 

· Reduced mountain top heights and effects associated with high mountain peaks (upslope precip, lee side subsidence, lee side convergence, lee cyclongenesis)

· Elevated Valleys (which is apparent in ALL tephigrams that display direct model output) and associated effects: Reduced arctic air within valleys, reduced/no channelling, reduced lee mountain subsidence. 

· “Smearing” of mountains over a larger horizontal plain than reality, resulting in precip envelopes pushed too far upstream. 

· Reduced mountaintops and associated reduced lee subsidence causes the precip envelope to be smeared too far downstream.  
· High valleys cause temperatures to be too low (in direct model output) over most valley locations. 

· GFS often over-predicts convective precip since convective instability over a small area affects a large grid.  

· Grid models need a wave to span at least 3 grid points to be able to just “see” it, 5 grid points to “resolve” it as a wave and at least 8 grid points to resolve it well enough to forecast it properly for more than 24 hours. 

· In Limited area models: 

· Stay away from the boundaries (especially where the flow enters the domain), the model performs best just slightly east of the center. 
· The large features in a LAM are only as good as the ‘driving model’ is.  (If the driving model is off, the  LAM will be off, too). 
Understanding Data Assimilation
· Data Assimilation is by far the greatest user of computing power and time for any model forecast. 

· The quality of Data Assimilation is directly linked to the accuracy/quality of the model run.  An error in the DA is likely to have a larger influence on the forecast than any other problem the model may have (formulae assumptions, low resolution etc.). 

· The first guess field is not adjusted to fit the ‘allowed’ observations perfectly, but, depending on other influences (surrounding observations, dynamic and physical stability of the model etc.), the first guess will be changed to fit the observation better.  
· Once a model had gone bad, give it a few runs to get back to ‘normal’: Data Assimilation is based on the assumption that the previous short term forecast (3 or 6 hours) can be assumed to be a good first approximation of ALL parameters for the next model initialization.  Actual observations are only used to CORRECT this first guess.  The negative impact of this is that once a model is creating poor forecasts, its own data assimilation will also be ‘screwed’ until several data assimilation cycles will have ‘flushed out’ this error. 

· Be careful in extreme weather scenarios: Models are rarely good at forecasting extremes and like to stick with ‘middle of the road’ solutions (this is because almost all assumptions underlying data assimilation and forecasting processes are geared towards the most common or ‘normal’ behaviour of errors, weather systems etc.).  As a result, generally, in extreme weather scenarios (e.g. unseasonal weather, rapid changes etc.) cause the short term ‘initial guess’ to be poor causing a poor model initialization/assimilation (negative feedback loop).  
· A model analysis must fit the model first (for it to be dynamically stable and physically sound) and reality second: A subjective analysis will often be different from an objective one. 
· For most models an “update cycle” is running in the “behind the scenes” continuously creating short term forecasts that are used as a ‘first guess field’ to assimilate as much data as possible (observations taken at all different times) into an analysis.  Only at certain intervals (or times) is this analysis used to actually run the full model (for the GEMreg it is at 12Z and 00Z).  

· When the models show a poor analysis or have a ‘bad period’ it is almost impossible to adjust the model operationally (at the forecast desk) to come up with a ‘adjusted’ forecast, the implications of errors and poor analysis are too complex (if they weren’t, then we did not need models in the first place).  So, when a model goes bad shift your attention towards other, better performing models as well as actual observations.  

· The smaller the feature the more difficult it becomes for the model to properly analyse it and ingest it into its own data.  Be careful/doubtful with small (with respect to the resolution of the model) features (wether you see them in the model or in observations/sat) especially in medium to long term forecasts.  (Discount spurious features)
· Very small (in relation to the resolution of the model) features that you can see in reality (observations like satellites) are likely not in the model and small features that you do see in the model are likely not well handled.
· These features give models frequent headaches: 

· Rapidly developing features

· Small features in fast flow (note: these features always have strong local gradients)

· Strong gradients and curvatures. 
· Isolated data input from a data-sparse area

· Explosive developments (bombs)

· Intense convection (or other smaller scale phenomena) during the analysis time

· Abnormal scenarios like a very high amplitude/intensity troughs/ridges or very fast features/flows. 

These problems traditionally result in the model being too slow in a feature’s development, too slow in its speed and too benign with its intensity (pressure, precip, cold core, what have you...).  

· Surface Observations especially over mountainous terrain are most likely to be ‘neglected’ in the analysis as they are often un-representative for the model resolution or are nowhere near the actual model surface elevation. 

The NCEP NAM WRF Model

This module contains a large section about the data assimilation of the WRF NAM.  Good to listen to, but not too delve into too deep! Also: use this module to understand current NAM features and forget about anything the ETA does or does not.  The comparison to the old ETA model is very useful to illustrate the NAM features, though. 
· WRF (weather research and forecast) is the framework or envelope of a model.  No specific parameters are fixed yet.  In order to create a model out of it, you have to specify things like horizontal resolution, which parameterizations, where the domain is located, how many vertical levels etc. It is however a limited grid point environment no matter which configuration one chooses.  
· The NAM WRF first guess field correction in the analysis is anisotropic (not uniform in three dimensions) and adjusted to the topography, temperature fields etc. 

· Characteristics: 

· The NAM WRF develops a dry bias as the forecast progresses influencing pcpn and dew points. 

· Diurnal max winds within the PBL are too slow. Esp. Over terrain. 

· Deepens troughs/cut off lows excessively! This behaviour is similar to the GFS (averaging between the two does not help – if you suspect this error use GEM to compare). 
· ALL NCEP (including the NAM WRF) models have problems with the Arctic PBL be watchful during Arctic outbreaks and compare to other models. 
Ten Common NWP Misconceptions

· The initialization (00hr field) and observations do not necessarily have to match 100%.  The model can only ‘absorb’ observations that reflect phenomena that it can actually resolve.  Especially in the PBL a lot of observations are being therefore ignored.   Generally, subtle differences are not a ‘worrying’ sign, but large differences should not be present. 
· High resolution models CAN lead to better forecasts.  They certainly show better detail than coarser scale models, but depend strongly on high resolution observation data to produce better forecasts.  The main advantage of a high resolution models is its better resolution of mountainous terrain and associated weather phenomena (upslope flow, channelling etc.).  
· Surface Conditions like snow cover, vegetation, lake boundaries are not always very well known in the models. 
· Soil Moisture and snow depth is mostly determined by the previous’ model forecast. 
· During green-up, the state of the vegetation may cause a daytime high to be miscalculated by as much as 6 deg C. 
· A convective precip scheme is primarily there to reduce instability within a model.  Convective Precip on grid scales would be overdone, which is why the parameterization scheme is trying to dampen it. 
· A good Synoptic forecast has almost nothing to do with a good parameterization.  CP schemes can still be over- or underactive. 

· Near Surface Variables are very strongly influenced by parameterization of surface parameters (terrain, soil moisture, friction etc.) and are not forecast directly on the grid/explicitly. 
· Radiation Effects are varying not just with cloud cover but also with vegetation greenup, albedo, water on the surface, snow cover, relative humidity etc. 
· A 10km model resolves 50km features and can properly forecast 70km features. 
· Post processing of model output does not depend on the quality of the model output.  The corrections of MOS can be very drastic.  Sometimes post processing actually worsens the output. 

· Grid Resolution between actual model grid and output grid often differs.  Output grid resolution is often more coarse to accommodate bandwidth issues.  This issue does not necessarily worsen the quality of the data, but does not display ALL features that would otherwise be available with full resolution data. 
How Models Produce Precipitation and Clouds
· Convective Parameterization (CP) schemes remove small scale instabilities and supersaturation in the model, which usually results in clouds and possibly even precipitation (precip and clouds are a secondary product of the schemes, their main function is to not let instability accumulate in the model). 
· Note: Inferred Cloud schemes are not used anymore. 
· Usually the CP schemes remove unstable precip only, they are not active in stable scenarios.  The stable precip is created explicitly by the model.  This creates a weakness in all models for not ‘catching’ stable sub-grid scale precipitation, which is partially addressed by ‘shallow convection schemes’. 

· After the CP removed some moisture there may still be some large scale residual  moisture left over, which may be removed by the explicit scheme. 

· Explicit and Implicit cloud/precip schemes are strongly interacting/coupled. 

· CPand cloud schemes warm/dry upper areas (from latent heat release and precip) and cool/moisten the areas below precip formation – this overall stabilizes the region. 
· Notice: Cloud schemes do not necessarily predict convection! 
· None of the CP schemes affect or predict vertical motion outputs. 
· Complex cloud schemes distinguish between precip within and under the cloud.  Within the cloud it calculates interactions/melting/freezing of meteors in a moist environment. Convective pcpn prediction is improved. 
· If Grid Scale (explicit) convection is overdone the model leans too much towards cyclogenesis in the low levels (it can even create a ‘convective feedback’ with itself.  (Implicit schemes are much weaker and in case they act ‘overzealous’ they are only marginally cyclogenetic). 

· Watch low level convergence (all scales, but especially smaller ones) of mass/moisture.  Convective schemes may not be triggered only because of a tiny bit of moisture missing (but forecasters have better knowledge of low level wet tongues, small lakes etc.). 
· Too much moisture in a model profile (compare prog/obs-tephis) will cause the convective schemes to create too much cooling and a late onset of precip. 

· Explicit PC schemes: 

· Kuo: 

· Simply adjust TD and T curves according to low level moisture convergence.

· Does not actually reach the moist adiabat (as it assumes that not the whole grid is consumed by convection). 

· Does not account for cap inhibition. 

· Betts Miller Janjic: 

· Adjusts the profile towards a climatological post convective reference profile (which is better than simply ‘the moist adiabat’ in Kuo)

· Needs: minimum moisture in sounding, minimum CAPE and a minimum convective cloud depths

· Reference curves are “fitted” into the profile until latent heat matches sensible heat, then the so-found reference profile will be used. 

· Has no downdrafts and associated below cloud cooling. 

· It is very effective in preventing grid point (explicit) precip. 

· Needs deep moisture (may underforecast in drier regions). 

· Does not account for cap inhibition. 

· Does not account for below-cloud effects like evap. cooling/gust fronts etc. 

· Arakawa Schubert

· Quite Complex

· Makes relatively small changes to the profile (PBL easily re-destabilized), which may cause grid scale convection. (GFS)

· Not good for elevated convection. 

· Triggered by PBL CAPE and large scale destabilization

· Profiles are adjusted by cloud processes

· Uses and considers: Entrainment, cloud to evap cooling, PBL downdraft cooling, large scale subsidence/warming, cap inhibition

· Convection is usually not deep enough (does not reach high up). 
· Kain Fritsch
· Triggered by CAPE and rearranges the mass of the volume to consume CAPE. 

· Needs minimum CAPE (at least 50-100hPa thick), maximum cap and minimum cloud depth. 


· Makes very complex changes to the profile. 

· Considers: Detrainment, entrainment at different levels; evap downdraft cooling etc etc

· Produces strong profile changes

· Performs well in severe convection

· Handles elevated convection

· Leaves saturated layers that are too deep behind. 

· Creates more spurious convection at grid points where the KF scheme was triggered. 

· Overactive CP Scheme results in:
· To stable profile

· Too dry low level profile

· Too much mid level cloud

· Too warm in the mid/upper layers

· Too cold in the low levels

· Too short precip duration (it does not allow the explicit scheme to precipitate)

· Underactive CP Scheme results in: 

· Too much precip will be generated by the explicit scheme (counter intuitive perhaps) and results depend strongly on the explicit scheme’s reaction. 

· Overdeepened lows (due to explicit scheme overactivity)

· Low levels too moist (too much cloud)

· Pcpn onset too late
Convective Indices

Convective Parameters from Haby Hints: http://www.theweatherprediction.com/thermo/parameters/ 

Convective Available Potential Energy (Cape): http://www.theweatherprediction.com/habyhints/305/ 

Lifted Index (LI): http://www.theweatherprediction.com/habyhints/300/ 

Showalter Index (SI): http://www.theweatherprediction.com/habyhints/301/ 
Totals Totals (TT): http://www.theweatherprediction.com/habyhints/302/ 

Convective Inhibition (CIN): http://www.theweatherprediction.com/habyhints/306/ 

